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#### Abstract

We study reaction-diffusion equations with a spatially inhomogeneous reaction term. If the coefficient of these reaction term is much larger than the diffusion coefficient, a sharp interface appears between two different phases. We show that the equation of motion of such an interface involves a drift term despite the absence of drift in the original diffusion equations. In particular, we show that the same rich spatial patterns observed for a chemotaxis-growth model can be realized by a system without a drift term.
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## 1. INTRODUCTION

It is well-known that some classes of nonlinear diffusion equations give rise to sharp internal layers (or interfaces) when the diffusion coefficient is very small or the reaction term is very large. And the motion of such interfaces is often driven by their curvature. In this paper we consider a diffusion equation with a spatially inhomogeneous reaction term of the form

$$
\begin{equation*}
\varepsilon u_{t}=\varepsilon \nabla^{2} u-\frac{1}{\varepsilon} h(x)^{2} W^{\prime}(u) \tag{1.1}
\end{equation*}
$$

[^0]where the parameter $\varepsilon$ is sufficiently small and $W(u)$ is a double-well potential of equal well-depth. A typical example is $W(u)=u^{2}(1-u)^{2}$. Interestingly, the interface motion arising from the above equation involves not only a curvature term but also a drift term, despite the fact that no drift term is present in the original diffusion equation. More precisely we will prove that the interface motion for the above equation is identical to that for the equation
\[

$$
\begin{equation*}
\varepsilon u_{t}=\varepsilon \nabla^{2} u+\frac{\varepsilon}{h(x)} \nabla h(x) \cdot \nabla u-\frac{1}{\varepsilon} W^{\prime}(u) \tag{1.2}
\end{equation*}
$$

\]

We will also study systems of equations without a drift term:

$$
\begin{cases}\varepsilon u_{t}=\varepsilon \nabla^{2} u+\frac{1}{\varepsilon} h(v)^{2} f_{\varepsilon}(u), & x \in \mathbf{R}^{N},  \tag{1.3}\\ \varepsilon v_{t}=\nabla^{2} v+u-\gamma v, & x \in \mathbf{R}^{N}, \quad t>0\end{cases}
$$

and compare their interface motion with those with a drift term, such as a variant of the chemotaxis model proposed by Mimura and Tsujikawa ${ }^{(19)}$ (see also ref. 20), namely

$$
\begin{cases}\varepsilon u_{t}=\varepsilon \nabla^{2} u-\varepsilon \nabla \cdot(u \nabla \chi(v))+\frac{1}{\varepsilon} f_{\varepsilon}(u) & \\ \text { in } \Omega \times(0, T] \\ \varepsilon v_{t}=\nabla^{2} v+u-\gamma v & \\ \text { in } \Omega \times(0, T]\end{cases}
$$

where

$$
f_{\varepsilon}(u)=u(1-u)(u-1 / 2+\alpha \varepsilon)
$$

and where $\alpha$ and $\gamma$ are positive constants. The function $\chi$ is called the sensitivity function of the chemotactic aggregation. It satisfies $\chi^{\prime}(v)>0$ for $v>0$. A simple example is the case where $\chi(v)=k v$, with $k$ being a positive constant.

Let us briefly explain a biological background for Problem $\left(P_{\varepsilon}\right)$. It is well-known that most biological individuals migrate by random walk and/or by directed movement. A typical example of directed movement is the chemotaxis in which biological individuals move towards higher gradients of some chemical substance. In the case of the aggregation of slime mold, they secrete such chemotactic substance by themselves and passively aggregate; thus chemotaxis works as an aggregating mechanism.

Recent experiments show that bacterial colonies, where individuals migrate by diffusion and chemotaxis and grow by performing cell-division, exhibit very complex spatial patterns. ${ }^{(6)}$ In order to theoretically under-
stand such chemotactic patterns, several mathematical models have been proposed (for instance ref. 24). Problem $\left(P_{\varepsilon}\right)$ is a chemotaxis-growth model which describes the motion of individuals when the amount of nutrients is constant. The unknown functions $u(x, t)$ and $v(x, t)$ are respectively the population density of the individuals and the concentration of the chemotactic substance at position $x \in \Omega$ and time $t>0$.

A chemotaxis model without a growth term was originally proposed by Keller and Segel ${ }^{(17)}$ to describe the initiation of slime mold aggregation where individuals do not grow. A typical property of the solutions is that the density $u$ localizes as a consequence of the chemotactic effect; in particular $u$ may blow up in higher space dimension. We refer in particular to refs. $8,16,21,9$, and 15 .

Next we describe the behavior of the solution as $\varepsilon$ tends to zero. Let $\left(u_{\varepsilon}, v_{\varepsilon}\right)$ be the solution of Problem $\left(P_{\varepsilon}\right)$. Then as $\varepsilon$ tends to 0 , the functions ( $u_{\varepsilon}, v_{\varepsilon}$ ) are known to converge to ( $u^{0}, v^{0}$ ) on the time interval [ $0, T$ ] for some $T>0$, where $u^{0}$ is the characteristic function of a moving domain $\Omega_{t} \subset \subset \Omega$, whose law of motion is related to $v^{0}$ via the following free boundary problem $\left(P_{0}\right)$ :

$$
\begin{gather*}
V=-(N-1) \kappa+\frac{\partial \chi\left(v^{0}\right)}{\partial n}+c_{0} \alpha \quad \text { on } \quad \Gamma_{t}=\partial \Omega_{t}, \quad t \in(0, T] \\
\left.\Gamma_{t}\right|_{t=0}=\Gamma_{0}
\end{gathered} \quad \begin{gathered}
-\nabla^{2} v^{0}(x, t)+\gamma v^{0}(x, t)= \begin{cases}0, & x \in \Omega \backslash \overline{\Omega_{t}}, \quad t \in[0, T], \\
1, & x \in \Omega_{t}, \quad t \in[0, T]\end{cases} \\
\frac{\partial v^{0}}{\partial v}=0 \quad \text { on } \partial \Omega, \quad t \in[0, T] \tag{0}
\end{gather*}
$$

where $n$ is the outward unit normal vector on $\Gamma_{t}, V$ is the normal velocity on $\Gamma_{t}, \kappa$ is the mean curvature on $\Gamma_{t}$ (positive if $\Omega_{t}$ is convex) and $\overline{\Omega_{t}}$ denotes the closure of the region $\Omega_{t}$, namely $\bar{\Omega}_{t}=\Omega_{t} \cup \Gamma_{t}$. The term $c=$ $c_{0} \alpha=\sqrt{2} \alpha$ is the velocity of the traveling front solution $w(x, t)=w(z)$ ( $z=x-c t$ ) of the one-dimensional scalar reaction-diffusion equation

$$
w_{t}=w_{x x}+w(1-w)(w-1 / 2+\alpha), \quad x \in \mathbf{R}, \quad t>0
$$

with the following boundary conditions at infinity:

$$
w(-\infty, t)=1 \quad \text { and } \quad w(+\infty, t)=0
$$

A formal derivation of the motion law for $\Gamma_{t}$ is presented in ref. 5 and a rigorous convergence proof has been given by Bonami, Hilhorst, Logak, and Mimura ${ }^{(4)}$ in the case where the equation for $v$ is stationary.

The evolution of $\Gamma_{t}$ determines the aggregating patterns of the individuals. In the presence of the chemotactic term, one can numerically observe a number of cases where the solution $\Gamma_{t}$ loses convexity and develops very complicated patterns, which would not be the case when the function $\chi(v)$ is spatially constant so that the interface motion is driven simply by mean curvature. Therefore one finds that the pattern dynamics developed by Problem $\left(P_{\varepsilon}\right)$ depends crucially on the chemotactic term. One of the main purposes of this paper is to show that exactly the same complex spatial patterns can be realized by a system of reaction-diffusion equations without a drift term.

The organization of this paper is as follows. In Section 2, we present a formal derivation of the interface motion equations corresponding to the Eqs. (1.1) and (1.2) and show that the two interface equations are identical. The technique is based on matched asymptotic expansions using the socalled signed distance function, which is found, for example, in Fife. ${ }^{(11)}$

In Section 3 we numerically compare the motions of interfaces for (1.1) and (1.2) in two space dimensions and show that they are nearly identical, thereby confirming the theoretical prediction made in Section 2 through formal asymptotics. We also present other numerical results for (1.2) showing some interesting behaviors of the interface such as loss of convexity or convergence to a radially symmetric stationary curve, neither of which would happen if the coefficient $h(x)$ in (1.2) is constant.

Finally, in Section 4, we study systems (1.3) and $\left(P_{\varepsilon}\right)$ and show, by a formal asymptotic expansion, that their limiting equations as $\varepsilon \rightarrow 0$ give rise to nearly the same free boundary problem as $\left(P_{0}\right)$. We also present numerical results for solutions of (1.3) showing formation of rich spatial patterns which closely resemble those known for the chemotaxis-growth model $\left(P_{\varepsilon}\right)$.

## 2. A FORMAL DERIVATION OF THE INTERFACE EQUATION

In this section we present a formal derivation of the equation of motion of interfaces both for the advection-reaction-diffusion equation

$$
\begin{equation*}
\varepsilon u_{t}=\varepsilon \nabla^{2} u+\frac{\varepsilon}{h(x)} \nabla h(x) \cdot \nabla u+\frac{1}{\varepsilon} f(u), \quad x \in \mathbf{R}^{N}, \quad t>0 \tag{2.1}
\end{equation*}
$$

and for the reaction-diffusion equation with a spatially inhomogeneous term:

$$
\begin{equation*}
\varepsilon u_{t}=\varepsilon \nabla^{2} u+\frac{1}{\varepsilon} h(x)^{2} f(u), \quad x \in \mathbf{R}^{N}, \quad t>0 \tag{2.2}
\end{equation*}
$$

Here $\varepsilon$ is a small positive parameter and $h(x)$ is a smooth positive function. We assume that $f(u)=-W^{\prime}(u)$ is a smooth function derived from a
double-well potential $W(u)$ whose local minima lie at $u=0$ and $u=1$. More precisely we assume that $f(0)=f(a)=f(1)=0, f^{\prime}(0)<0, f^{\prime}(a)>0$, $f^{\prime}(1)<0$ and

$$
\int_{0}^{1} f(u) d u=0
$$

The last condition is equivalent to $W(0)=W(1)$, which means that the potential $W(u)$ has equal depth at its two wells.

Using the multi-time scaling method, one finds that the evolution of solutions of (2.1) and that of (2.2) both consist of several stages. To explain what these stages are, let us first consider the special case where $h(x)=$ const., in which case both Eqs. (2.1) and (2.2) reduce to the so-called Allen-Cahn equation

$$
\varepsilon u_{t}=\varepsilon \nabla^{2} u+\frac{1}{\varepsilon} f(u)
$$

In what follows $u^{\varepsilon}$ will denote a solution of the above equation.
In the first stage (time scale $\tau=t / \varepsilon^{2}$ ), which takes place in a very fast time scale, the effect of diffusion is negligible and $u^{\varepsilon}$ evolves according to the ordinary differential equation $d u^{\varepsilon} / d \tau=f\left(u^{\varepsilon}\right)$. Since the potential $W$ is of double-well type, $u^{\varepsilon}$ approaches 0 if $u^{\varepsilon}(x, 0)<a$ and approaches 1 if $u^{\varepsilon}(x, 0)>a$. Accordingly, a sharp internal layer, where the gradient $\left|\nabla u^{\varepsilon}\right|$ is very large, develops between the two regions $\{u \approx 0\}$ and $\{u \approx 1\}$, or, in other words, near the area where $\left\{x \in \mathbf{R}^{N} \mid u^{\varepsilon}(x, 0)=a\right\}$. In what follows we call the set

$$
\begin{equation*}
\Gamma^{\varepsilon}=\bigcup_{t \geqslant 0}\left(\Gamma_{t}^{\varepsilon} \times\{t\}\right) \tag{2.3}
\end{equation*}
$$

the interface, where $\Gamma_{t}^{\varepsilon}=\left\{x \in \mathbf{R}^{N} \mid u^{\varepsilon}(x, t)=a\right\}$. We will also call $\Gamma_{t}^{\varepsilon}$ the interface at time $t$.

In the second stage (time scale $\tilde{\tau}=t / \varepsilon$ ), which takes place in a slower but still relatively fast time scale, the diffusion term $\nabla^{2} u^{\varepsilon}$ near the interface becomes large enough to balance the reaction term. Here the situation differs depending on whether the potential $W(u)$ has equal well-depth at $u=0$ and $u=1$ (that is, the case $W(0)=W(1)$ ) or not. As Allen and Cahn ${ }^{(2)}$ have observed, if $W(0) \neq W(1)$, then the interface starts to move at a constant normal velocity. On the other hand, if $W(0)=W(1)$ (which is the case treated in the present paper), the interface remains stationary in this time scale.

In the third stage ( time scale $t$ ), which applies only to the case where $W(0)=W(1)$, the interface starts to move with normal velocity equal to its
mean curvature. ${ }^{(2)}$ Rubinstein, Sternberg and Keller ${ }^{(22)}$ have given a mathematically sound (but not completely rigorous) account of this phenomena. Later more mathematically rigorous proofs have been given by several authors: Xinfu Chen, ${ }^{(7)}$ among others, has given a complete account of the evolution of interfaces from the first to the third stage.

When $h(x)$ is not a constant function, the above-mentioned scenario remains the same up to the second stage except that the normal velocity of the interface for the case $W(0) \neq W(1)$ now has the form $\operatorname{Ch}(x)$ with some constant $C$. A more intriguing difference appears in the third stage. Namely that the normal velocity of the interface (for the case $W(0)=W(1)$ ) now depends not only on the curvature but also on the gradient of $h(x)$, thus the spatial inhomogeneity of the coefficient of the reaction term gives rise to a drift effect. In what follows we shall derive this law of motion by using the so-called matched asymptotic expansions (see refs. 1, 11, and 22 for a basic idea of this technique).

### 2.1. Matched Asymptotic Expansions

Let $u^{\varepsilon}$ be a solution of (2.1) or (2.2) and $\Gamma^{\varepsilon}$ be the interface defined by (2.3). Hereafter, we assume that the interface $\Gamma^{\varepsilon}$ is smooth and that $\Gamma_{t}^{\varepsilon}$ is a smooth closed hypersurface in $\mathbf{R}^{N}$ without boundaries for each $t \geqslant 0$. We denote by $\Omega_{t}^{\varepsilon}$ the bounded domain in $\mathbf{R}^{N}$ enclosed by $\Gamma_{t}^{\varepsilon}$.

Let $d^{\varepsilon}(x, t)$ be the signed distance function to $\Gamma^{\varepsilon}$ defined by

$$
d^{\varepsilon}(x, t)= \begin{cases}\operatorname{dist}\left(x, \Gamma_{t}^{\varepsilon}\right), & x \in \mathbf{R}^{N} \backslash \overline{\Omega_{t}^{\varepsilon}}  \tag{2.4}\\ -\operatorname{dist}\left(x, \Gamma_{t}^{\varepsilon}\right), & x \in \Omega_{t}^{\varepsilon}\end{cases}
$$

Here $\operatorname{dist}\left(x, \Gamma_{t}^{\varepsilon}\right)$ is the distance from $x$ to the hypersurface $\Gamma_{t}^{\varepsilon}$ in $\mathbf{R}^{N}$. We remark that $d^{\varepsilon}=0$ on $\Gamma^{\varepsilon}$ and $\left|\nabla d^{\varepsilon}\right|=1$. We assume that $d^{\varepsilon}$ has the expansion

$$
d^{\varepsilon}(x, t)=d_{0}(x, t)+\varepsilon d_{1}(x, t)+\varepsilon^{2} d_{2}(x, t)+\cdots
$$

and define

$$
\begin{align*}
\Gamma_{t} & =\left\{x \in \mathbf{R}^{N} \mid d_{0}(x, t)=0\right\}  \tag{2.5}\\
\Omega_{t} & =\left\{x \in \mathbf{R}^{N} \mid d_{0}(x, t)<0\right\}  \tag{2.6}\\
\Gamma & =\bigcup_{t \geqslant 0}\left(\Gamma_{t} \times\{t\}\right)  \tag{2.7}\\
Q_{0} & =\bigcup_{t \geqslant 0}\left(\left(\mathbf{R}^{N} \backslash \overline{\Omega_{t}}\right) \times\{t\}\right)  \tag{2.8}\\
Q_{1} & =\bigcup_{t \geqslant 0}\left(\Omega_{t} \times\{t\}\right) \tag{2.9}
\end{align*}
$$

Roughly speaking, $\Gamma_{t}$ represents the position of the interface at time $t$ in the limit as $\varepsilon \rightarrow 0$, while $\Omega_{t}$ represents the region inside $\Gamma_{t}$.

We also assume that the solution $u^{\varepsilon}$ has the expansions

$$
\begin{equation*}
u^{\varepsilon}(x, t)=u_{0}(x, t)+\varepsilon u_{1}(x, t)+\varepsilon^{2} u_{2}(x, t)+\cdots \tag{2.10}
\end{equation*}
$$

away from the interface $\Gamma^{\varepsilon}$ (the outer expansion) and

$$
\begin{equation*}
u^{\varepsilon}(x, t)=U_{0}(\xi, x, t)+\varepsilon U_{1}(\xi, x, t)+\varepsilon^{2} U_{2}(\xi, x, t)+\cdots \tag{2.11}
\end{equation*}
$$

near $\Gamma^{\varepsilon}$ (the inner expansion), where $\xi=d^{\varepsilon}(x, t) / \varepsilon$. The stretched space variable $\xi$ gives exactly the right spatial scaling to describe the sharp transition between the regions $\{u \approx 0\}$ and $\{u \approx 1\}$. Since $u^{\varepsilon}=a$ on $\Gamma^{\varepsilon}$, we normalize $U_{k}$ in such a way that $U_{0}(0, x, t)=a, U_{k}(0, x, t)=0(k=1,2, \ldots)$ for all $(x, t)$ near $\Gamma^{\varepsilon}$ (normalization conditions). To make the inner and outer expansions consistent, we require that

$$
\begin{array}{lll}
U_{k}(+\infty, x, t)=u_{k}^{+}(x, t) & \text { if } & x \in\left(\mathbf{R}^{N} \backslash \overline{\Omega_{t}}\right) \cup \Gamma_{t} \\
U_{k}(-\infty, x, t)=u_{k}^{-}(x, t) & \text { if } & x \in \Omega_{t} \cup \Gamma_{t} \tag{2.13}
\end{array}
$$

for all ( $x, t$ ) near $\Gamma$ and all $k \geqslant 0$ (matching conditions), where $u_{k}^{+}$and $u_{k}^{-}$ respectively denote the terms of outer expansion (2.10) in the region $Q_{0}$ and the region $Q_{1}$. In particular, if $x \in \Gamma_{t}$, then one has to take into account both of the conditions (2.12), (2.13).

### 2.2. Motion of the Interface for Eq. (2.1)

Substituting the outer expansion (2.10) into (2.1) and collecting the $\varepsilon^{-1}$ and $\varepsilon^{0}$ terms respectively, we get

$$
\begin{aligned}
f\left(u_{0}(x, t)\right) & =0 \\
f^{\prime}\left(u_{0}(x, t)\right) u_{1}(x, t) & =0
\end{aligned}
$$

in $Q_{0} \cup Q_{1}$. The first equation implies $u_{0}=0, u_{0}=a$ or $u_{0}=1$. Since we are studying interfaces between the regions $\{u \approx 0\}$ and $\{u \approx 1\}$, we have either $u_{0}(x, t)=0$ in $Q_{0}$ and $u_{0}(x, t)=1$ in $Q_{1}$ or the other way around. As both cases are treated similarly, we will assume the former throughout this section. From the second condition we get $u_{1}(x, t)=0$ in $Q_{0} \cup Q_{1}$.

Next, substituting the inner expansion (2.11) into (2.1) and collecting the $\varepsilon^{-1}$ and $\varepsilon^{0}$ terms, we obtain

$$
\begin{align*}
U_{0 \xi \xi}+f\left(U_{0}\right) & =0  \tag{2.14}\\
U_{1 \xi \xi}+f^{\prime}\left(U_{0}\right) U_{1} & =U_{0 \xi}\left(d_{0 t}-\nabla^{2} d_{0}-\frac{\nabla h \cdot \nabla d_{0}}{h}\right)-2 \nabla\left(U_{0 \xi}\right) \cdot \nabla d_{0} \tag{2.15}
\end{align*}
$$

Both (2.14) and (2.15) are ordinary differential equations, with $x, t$ acting the role of parameters. From (2.14) together with the matching conditions and the normalization conditions, we find that

$$
\begin{equation*}
U_{0}(\xi, x, t)=\phi(\xi) \tag{2.16}
\end{equation*}
$$

for all $\xi \in \mathbf{R}$ and all $(x, t)$ near $\Gamma$ where $\phi$ is the unique solution of the stationary problem

$$
\left\{\begin{array}{l}
\phi_{\xi \xi}+f(\phi)=0, \quad \xi \in \mathbf{R}  \tag{2.17}\\
\phi(-\infty)=1, \quad \phi(0)=a, \quad \phi(+\infty)=0
\end{array}\right.
$$

Note that this is a standing wave solution of the one-dimensional diffusion equation

$$
u_{t}=u_{x x}+f(u)
$$

See ref. 12 for the details of (2.17).
Substituting (2.16) into (2.15) and recalling the normalization conditions, we get

$$
\left\{\begin{array}{l}
U_{1 \xi \xi}+f^{\prime}(\phi(\xi)) U_{1}=\left(d_{0 t}-\nabla^{2} d_{0}-\frac{\nabla h \cdot \nabla d_{0}}{h}\right) \phi^{\prime}(\xi), \quad \xi \in \mathbf{R}  \tag{2.18}\\
U_{1}(0, x, t)=0
\end{array}\right.
$$

The following Fredholm type lemma gives us the solvability condition for (2.18), which is a direct consequence of a result proven by Alikakos, Bates and Chen [1, Lemma 4.1].

Lemma 2.1. Let $A(\xi, x, t)$ be given and assume that $A(\xi, x, t)=$ $O\left(e^{-\delta|\xi|}\right)$ as $|\xi| \rightarrow \infty$ for some $\delta>0$. Then for each $(x, t)$, the following equation

$$
\left\{\begin{array}{l}
\psi_{\xi \xi}+f^{\prime}(\phi(\xi)) \psi=A(\xi, x, t), \quad \xi \in \mathbf{R}  \tag{2.19}\\
\psi(0, x, t)=0, \quad \psi(\cdot, x, t) \in L^{\infty}(\mathbf{R})
\end{array}\right.
$$

has a solution if and only if

$$
\int_{\mathbf{R}} A(\xi, x, t) \phi^{\prime}(\xi) d \xi=0
$$

In addition, the solution, if it exists, is unique and satisfies $\psi(\xi, x, t)=$ $O\left(e^{-\delta|\xi|}\right)$ as $|\xi| \rightarrow \infty$.

By this lemma, the solvability condition for (2.18) yields

$$
d_{0 t}=\nabla^{2} d_{0}+\frac{\nabla h \cdot \nabla d_{0}}{h}
$$

and thus $U_{1}(\xi, x, t)=0$ for all $\xi \in \mathbf{R}$. (Incidentally, this $U_{1}$ satisfies the matching conditions (2.12) and (2.13)).

Let us derive the equation of interface motion from (2.20). Since $\nabla d_{0}$ $\left(=\nabla_{x} d_{0}(x, t)\right)$ coincides with the outward normal unit vector to the hypersurface $\Gamma_{t}$, one easily sees that $-d_{0 t}(x, t)=V$, where $V$ is the normal velocity of the interface $\Gamma_{t}$. It is also known that the mean curvature $\kappa$ of the interface is equal to $-\nabla^{2} d_{0} /(N-1)$. Thus Eq. (2.20) is equivalent to

$$
\begin{equation*}
V=-(N-1) \kappa-\frac{\partial}{\partial n}(\log h) \quad \text { on } \Gamma_{t} \tag{2.20}
\end{equation*}
$$

### 2.3. Motion of the Interface for Eq. (2.2)

Substituting the outer expansion (2.10) into (2.2) and collecting the $\varepsilon^{-1}$ and $\varepsilon^{0}$ terms respectively, we get

$$
\begin{aligned}
h(x)^{2} f\left(u_{0}(x, t)\right) & =0 \\
h(x)^{2} f^{\prime}\left(u_{0}(x, t)\right) u_{1}(x, t) & =0
\end{aligned}
$$

in $Q_{0} \cup Q_{1}$. Hence we have $u_{0}(x, t)=0$ in $Q_{0}, u_{0}(x, t)=1$ in $Q_{1}$ and $u_{1}(x, t)=0$ in $Q_{0} \cup Q_{1}$.

Substituting the inner expansion (2.11) into (2.2) and collecting the $\varepsilon^{-1}$ and $\varepsilon^{0}$ terms, we get

$$
\begin{align*}
U_{0 \xi \xi}+h(x)^{2} f\left(U_{0}\right) & =0  \tag{2.21}\\
U_{1 \xi \xi}+h(x)^{2} f^{\prime}\left(U_{0}\right) U_{1} & =U_{0 \xi}\left(d_{0 t}-\nabla^{2} d_{0}\right)-2 \nabla\left(U_{0 \xi}\right) \cdot \nabla d_{0} \tag{2.22}
\end{align*}
$$

From (2.21) together with the matching conditions and the normalization conditions,

$$
\begin{equation*}
U_{0}(\xi, x, t)=\phi(h(x) \xi) \tag{2.23}
\end{equation*}
$$

for all $\xi \in \mathbf{R}$ and all ( $x, t$ ) near $\Gamma$ where $\phi$ is the solution of (2.17). Then Eq. (2.22) becomes

$$
\begin{aligned}
U_{1 \xi \xi}+ & h(x)^{2} f^{\prime}(\phi(h(x) \xi)) U_{1} \\
= & \left(d_{0 t}-\nabla^{2} d_{0}\right) h(x) \phi^{\prime}(h(x) \xi) \\
& -2 \nabla h \cdot \nabla d_{0}\left\{\phi^{\prime}(h(x) \xi)+h(x) \xi \phi^{\prime \prime}(h(x) \xi)\right\}, \quad \xi \in \mathbf{R}
\end{aligned}
$$

Letting $z=h(x) \xi$ and taking into consideration the normalization conditions, we have

$$
\left\{\begin{array}{l}
U_{1 z z}+f^{\prime}(\phi(z)) U_{1}=\left(d_{0 t}-\nabla^{2} d_{0}-\frac{2 \nabla h \cdot \nabla d_{0}}{h}\right) \frac{\phi^{\prime}(z)}{h}-\frac{2 \nabla h \cdot \nabla d_{0}}{h^{2}} z \phi^{\prime \prime}(z)  \tag{2.24}\\
U_{1}(0, x, t)=0
\end{array}\right.
$$

The solvability condition for (2.24) is written as

$$
\left(d_{0 t}-\nabla^{2} d_{0}-\frac{2 \nabla h \cdot \nabla d_{0}}{h}\right) \int_{\mathbf{R}}\left\{\phi^{\prime}(z)\right\}^{2} d z-\frac{2 \nabla h \cdot \nabla d_{0}}{h} \int_{\mathbf{R}} z \phi^{\prime}(z) \phi^{\prime \prime}(z) d z=0
$$

Using $\int_{\mathbf{R}} z \phi^{\prime} \phi^{\prime \prime} d z=-\frac{1}{2} \int_{\mathbf{R}}\left(\phi^{\prime}\right)^{2} d z$, we get

$$
d_{0 t}=\nabla^{2} d_{0}+\frac{\nabla h \cdot \nabla d_{0}}{h}
$$

thus again the interface equation (2.20). Incidentally, we have

$$
U_{1}(\xi, x, t)=\frac{\nabla h \cdot \nabla d_{0}}{h^{2}} \Psi(h(x) \xi)
$$

where $\Psi(z)$ is the unique solution of

$$
\left\{\begin{array}{l}
\Psi_{z z}+f^{\prime}(\phi(z)) \Psi=-\left(\phi^{\prime}(z)+2 z \phi^{\prime \prime}(z)\right), \quad z \in \mathbf{R} \\
\Psi(0)=0, \quad \Psi \in L^{\infty}(\mathbf{R})
\end{array}\right.
$$

In conclusion, we have formally proven that as $\varepsilon \rightarrow 0$, solutions $u^{\varepsilon}$ of Eq. (2.1) and those of (2.2) both satisfy

$$
u^{\varepsilon} \rightarrow \begin{cases}0, & x \in \mathbf{R}^{N} \backslash \overline{\Omega_{t}} \\ 1, & x \in \Omega_{t}\end{cases}
$$

where the boundary $\Gamma_{t}$ of $\Omega_{t}$ moves according to the law (2.20).
It is perhaps useful to note that the interface equation (2.20) can be derived from the interface energy

$$
\int_{0}^{1} \sqrt{2(W(u)-W(0))} d u \int_{\Gamma_{t}} h(x) d S_{x}
$$

which is obtained by letting $\varepsilon \rightarrow 0$ in the free energy

$$
\begin{equation*}
\int_{\mathbf{R}^{N}}\left\{\frac{\varepsilon}{2}|\nabla u|^{2}+\frac{h(x)^{2}}{\varepsilon}(W(u)-W(0))\right\} d x \tag{2.25}
\end{equation*}
$$

See refs. 18 and 23 for derivation of (2.25) as a singular limit of the above energy.

## 3. NUMERICAL SIMULATIONS IN A SQUARE REGION IN R²

In this section we numerically investigate the dynamics of solutions of (2.1) and (2.2) for $N=2$. Recall that both of these equations have the same interface equation (2.20) in the singular limit as $\varepsilon \rightarrow 0$.

If $h$ is a constant function, then the interface equation becomes what is called the curve shortening equation

$$
\begin{equation*}
V=-\kappa \tag{3.1}
\end{equation*}
$$

The motion of curves according to (3.1) is well understood. The results of Gage and Hamilton ${ }^{(13)}$ and Grayson ${ }^{(14)}$ imply that the solution of (3.1) starting from any non-self-intersecting closed curve $\Gamma_{0}$ becomes convex and shrinks to a single point in finite time.

For computational simplicity, the domain will be restricted to a square region $\Omega=\left\{(x, y) \in \mathbf{R}^{2} \mid 0<x<l, 0<y<l\right\}$ with the zero-flux boundary conditions on the boundary $\partial \Omega$. In the following figures, the white region approximately represents the set $\Omega_{t}^{\varepsilon}$ and the black region approximately represents $\Omega \backslash \overline{\Omega^{\varepsilon}}$.

### 3.1. Stable Stationary Solutions

3.1.1. Radial Case. Suppose that the function $h$ is radially symmetric, so that one can write $h=h(r)$. In this situation, if the initial curve $\Gamma_{0}$ is a circle with center at the origin, then $\Gamma_{t}$ remains a circle for each $t>0$. Let $R(t)$ be the radius of $\Gamma_{t}$. Then Eq. (2.20) is equivalent to

$$
\begin{equation*}
\frac{d R}{d t}=-\frac{1}{R}-\frac{h^{\prime}(R)}{h(R)}=-\frac{d}{d R} \log (R h(R)) \tag{3.2}
\end{equation*}
$$

Therefore if $R h(R)$ attains a local minimum, say at $R=R^{*}$, then the circular interface with radius $R^{*}$ is a stationary solution and is stable with respect to any radially symmetric perturbation. It then follows from the comparison theorem that this stationary interface is also stable with respect to any perturbation.

To prove this last statement, let $\Gamma_{0}$ be a closed curve obtained by giving a small-but not necessarily radially symmetric-perturbation to the circle $r=R^{*}$. Then $\Gamma_{0}$ is enclosed between the circles $r=R^{*}-\delta$ and $r=$ $R^{*}+\delta$, where $\delta$ is very small. Let $\Gamma_{-}(t), \Gamma(t), \Gamma_{+}(t)$ be the solutions of the


Fig. 1. Time evolution of $u^{\varepsilon}(x, t)$ of (2.1) when $\varepsilon=0.025, f(u)=u(1-u)(u-1 / 2)$ and $h(x)=1 /\left(|x|^{2}+1 / 9\right)+1$.


Fig. 2. Time evolution of $u^{\varepsilon}(x, t)$ of (2.2) where $\varepsilon, f, h$ are the same as in Fig. 1.
interface equation (2.20) for the initial data $r=R^{*}-\delta, \Gamma_{0}$ and $r=R^{*}+\delta$, respectively. By the stability of the circle $r=R^{*}$ with respect to radially symmetric perturbations, the two circles $\Gamma_{-}(t), \Gamma_{+}(t)$ remain close to the circle $r=R^{*}$ as time passes. And, by the comparison theorem, the curve $\Gamma(t)$ remains enclosed between the circles $\Gamma_{-}(t), \Gamma_{+}(t)$. Consequently, the curve $\Gamma(t)$ remains close to the circle $r=R^{*}$, which proves the stability of this circle with respect to arbitrary small perturbations.

Figures 1 and 2 show convergence of an arbitrarily chosen interface to such a stable circular interface in the case where $h(x)=1 /\left(|x|^{2}+1 / 9\right)+1$. In this case, $R^{*}=\sqrt{5} / 3$. Figure 1 shows the interface motion for Eq. (2.1) and Fig. 2 that for Eq. (2.2) with $\varepsilon=0.025$.

As anticipated from the fact that Eqs. (2.1) and (2.2) share the same limit interface equation (2.20), we observe very similar interface motion in Figs. 1 and 2. Note, however, that there is difference between the thickness of the internal layer around the interface for Eq. (2.1) and that for Eq. (2.2) -a fact reflected by the difference of the $U_{0}$ terms (2.16) and (2.23).
3.1.2. Nonradial case. Figures 3 and 4 respectively show the behaviors of interfaces for Eqs. (2.1), (2.2) when $h(x)=\exp \left(1.25 \cos \left(3\left(4 x_{1}^{2}\right.\right.\right.$ $\left.\left.+x_{2}^{2}\right)\right)$ ) and the initial interface is circular. Again the motions of the two interfaces are nearly identical, and they approach a stable ellipse-like curve.

$t=0$

$t=0.4$

$t=0.0$


Fig. 3. Time evolution of $u^{\varepsilon}(x, t)$ of (2.1) when $\varepsilon=0.025, f(u)=u(1-u)(u-1 / 2)$ and $h(x)=$ $\exp \left(p \cos \left(q\left(4 x_{1}^{2}+x_{2}^{2}\right)\right)\right)$ with $p=1.25, q=3$.


Fig. 4. Time evolution of $u^{\varepsilon}(x, t)$ of (2.2) where $\varepsilon, f, h$ are the same as in Fig. 3.

### 3.2. Loss of Convexity

An initially convex interface may lose its convexity in finite time even if $h(x)$ has convex level curves, as already observed in Figs. 3 and 4. Loss of convexity occurs even when $h(x)$ is radially symmetric. Figures 5 and 6 -respectively for Eqs. (2.1) and (2.2) -show such an example.

## 4. MOTION OF THE INTERFACE FOR A REACTION-DIFFUSION SYSTEM

In this section we introduce a reaction-diffusion system without a drift term:

$$
\left\{\begin{array}{lll}
\varepsilon u_{t}=\varepsilon \nabla^{2} u+\frac{1}{\varepsilon} h(v)^{2} f_{\varepsilon}(u), & x \in \mathbf{R}^{N}, & t>0  \tag{4.1}\\
\varepsilon v_{t}=\nabla^{2} v+u-\gamma v, & x \in \mathbf{R}^{N}, & t>0
\end{array}\right.
$$

where $f_{\varepsilon}(u)=u(1-u)(u-1 / 2+\alpha \varepsilon)$. Our purpose is to show, by formal asymptotics, that the motion of interface for this equation is nearly identical to that for the so-called chemotaxis-growth system

$$
\begin{cases}\varepsilon u_{t}=\varepsilon \nabla^{2} u-\varepsilon \nabla \cdot(u \nabla \chi(v))+\frac{1}{\varepsilon} f_{\varepsilon}(u), & x \in \mathbf{R}^{N},  \tag{4.2}\\ \varepsilon v_{t}=\nabla^{2} v+u-\gamma v, & x \in \mathbf{R}^{N},\end{cases}
$$


$t=00045$

$t=0 \mathrm{mb}$


Fig. 5. Time evolution of $u^{\varepsilon}(x, t)$ of (2.1) when $\varepsilon=0.025, f(u)=u(1-u)(u-1 / 2)$ and $h(x)=$ $\exp \left(p \sin \left(q \pi|x|^{2}\right)\right.$ with $p=1.956, q=1.15$.


Fig. 6. Time evolution of $u^{\varepsilon}(x, t)$ of (2.2) where $\varepsilon, f, h$ are the same as in Fig. 5.
which has been proposed by ref. 19 as a model of aggregating biological individuals in the case where $h(v)=e^{-\chi(v)}$. We will then present numerical results that show some interesting aggregating patterns for (4.1).

Let $\left(u^{\varepsilon}, v^{\varepsilon}\right)$ be the solution of (4.1) or (4.2). As before, we define the interface $\Gamma^{\varepsilon}$ by

$$
\Gamma^{\varepsilon}=\bigcup_{t \geqslant 0}\left(\Gamma_{t}^{\varepsilon} \times\{t\}\right)
$$

where $\Gamma_{t}^{\varepsilon}=\left\{(x, t) \mid u^{\varepsilon}(x, t)=1 / 2\right\}$. We also define $d_{0}(x, t), \Gamma_{t}, \Omega_{t}, \Gamma, Q_{0}$ and $Q_{1}$ as in Section 2.

By letting $\varepsilon \rightarrow 0$ in (4.2), Bonami, Hilhorst, Logak and Mimura ${ }^{(5)}$ have formally derived the following free boundary problem which describes the law of interface motion for the chemotaxis-growth model:

$$
\begin{align*}
V & =-(N-1) \kappa+\frac{\partial \chi\left(v_{0}\right)}{\partial n}+\sqrt{2} \alpha \quad \text { on } \Gamma_{t}  \tag{4.3}\\
-\nabla^{2} v_{0}+\gamma v_{0} & = \begin{cases}0, & x \in \mathbf{R}^{N} \backslash \overline{\Omega_{t}}, \\
1, & x \in \Omega_{t}\end{cases}
\end{align*}
$$

Their derivation is based upon using the traveling wave of an auxiliary problem and the signed distance function as it is done, for example, by Barles, Soner and Souganidis. ${ }^{(3)}$ We remark that this method is for the most part equivalent to the method of matched asymptotic expansions which we have explained in Section 2. Bonami et al. have also given a rigorous convergence proof in the case where the equation for $v$ is stationary. ${ }^{(4)}$

We now formally derive a free boundary problem for our model (4.1) by using matched asymptotic expansions. We assume that $u^{\varepsilon}$ has the outer expansion (2.10) and the inner expansion (2.11) and we impose the same normalization conditions and matching conditions as in Section 2.1. We also assume that $v^{\varepsilon}$ has the expansion

$$
\begin{equation*}
v^{\varepsilon}(x, t)=v_{0}(x, t)+\varepsilon v_{1}(x, t)+\varepsilon^{2} v_{2}(x, t)+\cdots \tag{4.4}
\end{equation*}
$$

for all $(x, t)$.
Substituting (2.10) and (4.4) into (4.1) and collecting the $\varepsilon^{-1}$ and $\varepsilon^{0}$ terms, we get

$$
\begin{align*}
h\left(v_{0}\right)^{2} f_{0}\left(u_{0}\right) & =0  \tag{4.5}\\
2 h\left(v_{0}\right) h^{\prime}\left(v_{0}\right) v_{1} f_{0}\left(u_{0}\right)+h\left(v_{0}\right)^{2} f_{0}^{\prime}\left(u_{0}\right) u_{1}+h\left(v_{0}\right)^{2} f_{1}\left(u_{0}\right) & =0  \tag{4.6}\\
\nabla^{2} v_{0}+u_{0}-\gamma v_{0} & =0 \tag{4.7}
\end{align*}
$$

in $Q_{0} \cup Q_{1}$, where $f_{0}(u)=u(1-u)(u-1 / 2)$ and $f_{1}(u)=\alpha u(1-u)$. By (4.5) and (4.6), we have $u_{0}(x, t)=0$ in $Q_{0}, u_{0}(x, t)=1$ in $Q_{1}$ and $u_{1}(x, t)=0$ in $Q_{0} \cup Q_{1}$ independently of the values of $v_{0}(x, t)$ and $v_{1}(x, t)$. Hence by (4.7), $v_{0}$ is the solution of

$$
-\nabla^{2} v_{0}+\gamma v_{0}= \begin{cases}0, & x \in \mathbf{R}^{N} \backslash \overline{\Omega_{t}}  \tag{4.8}\\ 1, & x \in \Omega_{t}\end{cases}
$$

Substituting (2.11) and (4.4) into the first equation of (4.1) and collecting the $\varepsilon^{-1}$ and $\varepsilon^{0}$ terms, we get

$$
\begin{align*}
U_{0 \xi \xi}+h\left(v_{0}\right)^{2} f_{0}\left(U_{0}\right)= & 0  \tag{4.9}\\
U_{1 \xi \xi}+h\left(v_{0}\right)^{2} f_{0}^{\prime}\left(U_{0}\right) U_{1}= & U_{0 \xi}\left(d_{0 t}-\nabla^{2} d_{0}\right)-2 \nabla\left(U_{0 \xi}\right) \cdot \nabla d_{0} \\
& -2 h\left(v_{0}\right) h^{\prime}\left(v_{0}\right) v_{1} f_{0}\left(U_{0}\right)-h\left(v_{0}\right)^{2} f_{1}\left(U_{0}\right) \tag{4.10}
\end{align*}
$$

It follows from (4.9), the matching conditions and the normalization conditions that

$$
U_{0}(\xi, x, t)=\phi\left(h\left(v_{0}(x, t)\right) \xi\right)
$$

for all $\xi \in \mathbf{R}$ and all $(x, t)$ near $\Gamma$, where $\phi$ is the solution of (2.17) with $f=f_{0}$, namely

$$
\phi(\xi)=\frac{1}{2}\left(1-\tanh \left(\frac{\xi}{2 \sqrt{2}}\right)\right)
$$

Letting $z=h\left(v_{0}(x, t)\right) \xi$, we obtain from (4.10)

$$
\begin{align*}
U_{1 z z}+f_{0}^{\prime}(\phi(z)) U_{1}= & \frac{1}{h\left(v_{0}\right)}\left(d_{0 t}-\nabla^{2} d_{0}\right) \phi^{\prime}(z) \\
& -2 \frac{h^{\prime}\left(v_{0}\right)}{h\left(v_{0}\right)^{2}} \nabla v_{0} \cdot \nabla d_{0}\left(\phi^{\prime}(z)+z \phi^{\prime \prime}(z)\right) \\
& -2 \frac{h^{\prime}\left(v_{0}\right)}{h\left(v_{0}\right)} v_{1} f_{0}(\phi(z))-f_{1}(\phi(z)) \tag{4.11}
\end{align*}
$$

The solvability condition for (4.11) with the normalization conditions implies

$$
\begin{align*}
\left(d_{0 t}\right. & \left.-\nabla^{2} d_{0}-2 \frac{h^{\prime}\left(v_{0}\right)}{h\left(v_{0}\right)} \nabla v_{0} \cdot \nabla d_{0}\right) \int_{\mathbf{R}}\left\{\phi^{\prime}(z)\right\}^{2} d z \\
& -2 \frac{h^{\prime}\left(v_{0}\right)}{h\left(v_{0}\right)} \nabla v_{0} \cdot \nabla d_{0} \int_{\mathbf{R}} z \phi^{\prime}(z) \phi^{\prime \prime}(z) d z-2 h^{\prime}\left(v_{0}\right) v_{1} \int_{\mathbf{R}} f_{0}(\phi(z)) \phi^{\prime}(z) d z \\
& -h\left(v_{0}\right) \int_{\mathbf{R}} f_{1}(\phi(z)) \phi^{\prime}(z) d z=0 \tag{4.12}
\end{align*}
$$

Note that the function $\phi$ also satisfies

$$
\begin{equation*}
\phi^{\prime \prime}+c \phi^{\prime}+f_{\varepsilon}(\phi)=0, \quad z \in \mathbf{R} \tag{4.13}
\end{equation*}
$$

with $c=\sqrt{2} \alpha \varepsilon$. Multiplying (4.13) by $\phi^{\prime}$ and integrating over $\mathbf{R}$, we get

$$
\int_{\mathbf{R}} f_{1}(\phi(z)) \phi^{\prime}(z) d z=-\sqrt{2} \alpha \int_{\mathbf{R}}\left\{\phi^{\prime}(z)\right\}^{2} d z
$$

Therefore we obtain from (4.12)

$$
d_{0 t}=\nabla^{2} d_{0}+\frac{h^{\prime}\left(v_{0}\right)}{h\left(v_{0}\right)} \nabla v_{0} \cdot \nabla d_{0}-\sqrt{2} \alpha h\left(v_{0}\right)
$$

Letting $\chi(v)=-\log h(v)$, we have formally proven that the interface $\Gamma_{t}$ moves according to the following free boundary problem, which is very similar to (4.3):

$$
\begin{align*}
V & =-(N-1) \kappa+\frac{\partial \chi\left(v_{0}\right)}{\partial n}+\sqrt{2} \alpha e^{-\chi\left(v_{0}\right)} \quad \text { on } \Gamma_{t}  \tag{4.14}\\
-\nabla^{2} v_{0}+\gamma v_{0} & = \begin{cases}0, & x \in \mathbf{R}^{N} \backslash \overline{\Omega_{t}} \\
1, & x \in \Omega_{t}\end{cases}
\end{align*}
$$

Remark 4.1. When the constant $\alpha$ depends on $v$ and is given by $\alpha=\tilde{\alpha} e^{\chi(v)}$, the free boundary problem (4.14) completely coincides with (4.3).

In ref. 19, Mimura and Tsujikawa have studied the existence and stability of radially symmetric stationary solutions to a variant of (4.2), namely

$$
\left\{\begin{array}{lll}
u_{t}=\varepsilon^{2} \nabla^{2} u-\varepsilon \nabla \cdot(u \nabla \chi(v))+f(u), & x \in \Omega, \quad t>0  \tag{4.15}\\
v_{t}=\nabla^{2} v+u-\gamma v, & x \in \Omega, & t>0
\end{array}\right.
$$



Fig. 7. Time evolution of $u^{\varepsilon}(x, t)$ of (4.1) when $\varepsilon=0.05, \alpha=1.0, \gamma=1.0, h(v)=a \exp (-b v)$ with $a=20 / \sqrt{2}, b=6.41$.


Fig. 8. Time evolution of $u^{\varepsilon}(x, t)$ of (4.1) when $\varepsilon=0.05, \alpha=1.0, \gamma=5.0, h(v)=a \exp (-b v)$ with $a=20 / \sqrt{2}, b=17.55$.
and have numerically observed highly complex aggregating patterns (see also ref. 20). As shown in Figs. 7 and 8 below, we also observe very similar complex spatial patterns for our model.

In Fig. 7, parameters are chosen so that planar interfaces are stable and the circular stationary interface has 2-mode instability. One observes that an originally circular interface eventually becomes a rod-shaped pattern which stretches at a constant speed.

In Fig. 8, parameters are chosen so that planar interfaces are stable and the circular stationary interface has 3-mode instability. One observes triangularly branching patterns.

Both of the patterns observed in Figs. 7, 8 closely resemble those found in ref. 19.
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